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2. INTRODUCTION

2.1 DOCUMENPURPOSE

In deliverableD2.3¢ Server Multievel software managementin IT power optimization SW
based on ral values coming from th®ata Centre power chain has been tmmd. The tool
developed in D2.3 has been upgraded with a new madwd#led vCenter connectowhich is able to
communicate and control the virtual management taahd itis described ilD3.9Virtualisation of IT
tasks This deliverable describd®w the optimization algorithm has been modified in order to take
into account the new data provided by the vCenter connector and howalgisrithm has been
improved so that it can optimize the I'bywer consumption at a rack leveMoreover, this document
providesan explanation of how the GreenDataNet Rack controllerdganized to integrate the new
vCenter module.



2.2

DEFINITION, ACRONYMS$D ABBREVATIONS

2.2.1 KEY ACRONYMS AND RBBATIONS
BFD BestFit-Decreasing
CPU Central Processing Unit
DC Data Centre
ESXI VMware Hypervisor
IPC Instruction Per clocky€les
ISN Index Searchingddle
IT Information Technology
LXC Linux Container
MPKI Miss-Per-Kilo-Instruction
PDU Power Distribution Unit
ePDU Rack Power Distribution Unit
PCP Peak Clusterinhased Placement
PSU Power Supply Unit
RC Rack Controller, synonym of @GreenDataNet Controller
SLA Service Level Agreement
SW Software
UPS Uninterruptible Power Supply
VM Virtual Machine
WP Work Rackage
2.3 DOCUMENOVERVIEW

In this deliverable we will first explain the SW architecture, detailing how the Rack Controller
interacts with the Server Manager, including examples of the communication interface. Then, we will
focus onthe algorithm for rack energy management, describing the new opportunities for power
optimization and how to effectively implement a correlatiaware algorithm. Finally, in the
experiments part, we illustrate the applicability and advantages of the dpeelooptimization

framework through two realife examples.




3. SOFTWARE ARCHITECEUR

3.1 COMMUNICATION MODKEXF THE GLOBAL SYSTEM

Figure 3.1 depicts an overview of howhe optimization algorithm running in the Server
Manager (with thehelp from the Green Energy Controller) interfaces with the Rack Controller in
order to take into account the new data provided by the vCenter.

\
-

Rack Controller
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Figure3.1 - Communication model of the gbal solution overview

3.2 INTERACTION BETWHEACKCONTROLLER ASERVERIANAGER

3.2.1 JOINT SWBTRUCTURE

As already explained in D2tBe models developed by the different partrsgun as services
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Figure3.2 - Joint Software structure

The Rack Controller, from Eatas,composed by 2 functional modules: the Power Controller
and the vCenter connectdhat communicate via an internal REST API detailed in D3.9.



The power Cotroller provides control and monitoring features for the UPS, ePDU (Eaton’s PDU)
and some environmental sensorsThe vCenter connector communicatadirectly with the
virtualisation management tool, collecting the IT data and sending the VM migratiomsoAlethe
information is stored in a database that can be accessed from Eaton’s API or directly through a local
webserver.

73.2.1 PACKAGING OF TRECK CONTROLLER AERVER MANAGER

In order to ease the installation of the GreenDataNet Software tools|dped by the different
partners, the Softwares developed by EPFL and by EATON have been packed in onénsingle
container running under the Debian Jessie 64 bits OS

t26SNJ /2y @1 SYyiSNI O2
vC connectogdn

Server Manager
vC connectofeature

vC connectoicore

Python openijdk

Debian Jessie64 bits

[ -/ | 2y

Figure 33 - Rack Controller packaging



3.2.2 COMMUNICATION INTEAE

With the integration of the vCenter modulehe¢ JSON REST APthe Rack Controller has been
updated with newequests for the Server Manager in order to be able to get IT information. Below it
is detailed the list of all the new requests implementadth an example of the format of the details
returnedbased orthe configuration of Figure-8:

admin || DC-LAB |~ || Logout f
A Power > RACK1-LAB o
Alerts
availability
U 42 Sockets 15.6 kW
m UPS1-LAB UPS2-LAB
ePDUL-LAB ePDU2-LAB
2200w g
o
18U available 9-26
. vesxi11.mbtlab.etn.com 209W 8
UPS2-LAB 35
UPS1-LAB 0-2
. :
o
{<2]
=4
ePDU1- ePDU2-

Figure3-4 Test Rack configuration

o0 Get the list of the servers, the method returns the list of EXSI and VM
GEThttps://<host>/api/vl/assetbevices?subtype=server

{"devices"[

{"id" : "10","name" : "vesxi09.mbt.lab.etn.com"},
{"id": "11","name" : "vesxil0.mbt.lab.etn.com"},
{"id": "12","name" : "vesxill.mbt.lab.etn.com"},
{"id" : "13","name" : "vm - 011,

{"id" : "14","name" : "vm - 0121,

{"i d":"15","name":"vm - 013,

{"id" : "16","name" : "vm - 021,

{tid" : "17","name" : "vm - 022,

{"id" : "18","name" : "vm - 023,

{"id" : "19","name" : "vm - 0311}

0 Get the details of each server.
In the example below, the request retwsthe details of anESXIIt is important to notice
that, in addition to the standard information such as hostname kudtionof the ESXI, the
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request provides also the power chain bktserver and, more specificaliy which socket of
the power distribution unit the hostg server is plugged.

Moreover, the ext/vl2n.type attribute has lea@ implemented in order to distinguish &aSXI
server (v12n.type = virtualization.host) from a VM (v12n.type =virtualization.machine).

GEThttps:// <host/apilvl/asset/device/12

{

Ilidll: Ill 2",

"name": "vesxill.mbt.lab.etn.com",

"location_uri":"/api/vl/asset/rack/5" <- the server is in Rack
5,

"type": "server",
"hostname":"vesxill",
"fgdn":"vesxill.mbt.lab.etn.com”,

"powers": [
{"src_uri":"/api/vl/asset/device/8" <- the first Power
Suppl y Unit (PSU) is connected to pdu id 8, on plug
socket9

"src_socket":"9",
"dest_socket":"1"},
{"src_uri":;"/api/vl/asset/device/9" <- the second PSU of
this server is connected to pdu id 9, socket 9 ,
"src_socket":"9",
"dest_socket":"2"}],
"ext" [
{"desc ription":"VMware ESXi 5.5.0 build - 1331820
hosted on vesxill.mbt.lab.etn.com supervising by
vcenterO4.mbt.lab.etn.com”,
"read_only": false },
{"v12n.type":"virtualization.host",
"read_only": false } <- Thisis a ESXi ]

This requesteturnsthe VM details
GEThttps://<host>/api/vl/asset/device/19

{

"id": "19" ,

"name": "'vm - 031",

"status": "nonactive" ,
"business_critical": "no" ,

"p riority": "P5" ,

"location_uri":"/api/vl/asset/device/12" <- The VM runs on the
server ESXi vesxill (device ID=12) ,

"groups™: [] ,

"type": "server" ,

"powers": [] ,

"ext" : [{"asset_tag": 20855316 - BF9A- 4975 - 9C28- 46F3C50188F1 -
vm- 031", "read_only": true },

{"v12n.type":"virtualization.machine","read_only": false }] <-
Thisis a VM

11



0 Get the current metrics of a VM he available datara described in @ble3-1

GEThttps://<host>/api/vl/metric/current?dev=19

{
"current™:
[
"id" : "19","name" : "vm - 031",
"cpu” : 31.000000, <- unit %
"disk.nominal" : 307228632000000.000000, <- unit: GB
"operatingStatus” : "In_Service", <- VM is running
"vm- 011lcomm" : 71.000000, <- data communication between vm -031
and vm - 011
"vm- 012Icomm" : 59.000000,
"vm- 013!comm" : 67.000000,
"vm- 021!comm" : 79.000000,
"vm- 022!comm" : 76.000000,
"vm- 023!comm" : 22.000000}
]
}
Monitored IT data Value
CPU allocation er virtual machine per server [Hz]
Data communication between VMs [MBs]
Disk size of the VMs (Total provisioned one) [GB]
Time when the VM has been started [Date]
VM status Name Meaning
In Service | Powered and working
Stopped Turned off
Serviing Turning onphase
Stopping | Turning offphase
Dormant Standby mode

Table3-1 List of monitored Data
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o Get current metrics about the power consumption of the server (esxill).

To have this information, the Server Manageedsto requestthe power caxsumption per
plug supplying the server, required previously with the request GET VM detalils.
GEThttps:// <host/api/vl/metric/current?dev=8

{
"current":[
{"id": "8","name" : "ePDU1 - LAB",
,"realpower.outlet.9" : 109.000000, <- realpower of PSU1 of server
esxi09
"voltage.outlet.9" : 243.730000} , ¢é 11}
{
"current”:[
{"id": "9","name" : "ePDU2 - LAB,
"realpower.outlet.9" : 209.000000 , <- realpower of PSU2 of server
esxi09
Pl
}

13



4. OPTIMIZING THE IT AER CONSUMPTION AHERACK LEVEL

The prevbus section explained how the optimization algorithm obtains the data providetidoy t
vCenter connector. Once thdata is acquired, it will be used by thdatacentre management
algorithm so that it can optimize the I'Dywer consumption at theack level.

Server consolidation [3], minimizes the number of active servers by packing workloads, or virtual
machines (VMs) in a virtualdenvironment, into the minimatumber of active servers, is one of the
widely used techniques to reduce thewwer consumption ofdatacentres. Instead of assumitige
worst-case (or peak) utilization [2lecently, correlation of resources utilization patterns among VMs
are also exploited, such that, woorrelated VMs are ctocated into a server to enable overprovision
of VMs undernegligible QoS degradati [6]. Nonetheless, thesexisting solutions are mostly
designed for higiperformance computing (HPC) applications and do not work well for emerging
cloud (or scaleut [10]) applications (e.g., web search, MapReduce, etc.) du¢he¢olack of
considerations of the characteristio§ the scaleout applications:

- Userinteractive; therefore, required computing capacity is highly variable anecfeshging

- Latencyisthe firstcriteria to be satisfied

- The amounts of required CPU anmtkmory resources are usually far beyond the level that a
single server can sustain.

- The memory footprint is far beyond the amount an -ohip cache can sustain; thereby,
increasing the osthip cache size only produces negligible performance improvement.

Beause of these aforeemtioned discrepancies with HR@rkloads, eisting datacente power
management solutionswhich neglect or only partially consider the characteristicsscédleout
applications, do not exploit all the opportunities &xhieve global peer savingsBy analysinghe
workload characteristics of scateit applicationswe can uncovemew opportunities for power
managementin virtualized server environments.

Our multiobjective optimization algorithm is dynamic power managemersblution forservers
hosting these new scaleut applications,especially accounting for the correlation information
amongVMs, while satisipg peak resource requirements.

4.1 NEW OPPORTUNITIES FRGRVER MANAGEMENT

Power management solutions for datacenters hosting esoat applications should be
different from the case of hosting HPC applications due to the distinctive characterigtieseftype
of applications.In this sectionwe present three principles afynamic power management solutions
that jointly utilize server consolidation and voltage and frequency (hereafter, v/f) scaling.

74.1.1 CONSERVATIVE RESGBJRROVISION WITH \BEALING

Scaleout applications are usdnteractive. Therefore, responsiveness,terms of latency, is the
first priority to bemet [11]. Morover, every application (or VM) is assumed&equally important
in clouds. Thus, we should conservativelpvision VMs based on the peak (or Nth percentile
accordingto QoS requirement) resource demand of each VM. Téguired QoS level can be
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achievel by assigning the rightumber of cores because the performance is highly scalkabtbe
number of allocated cores due to the high parallelisfrsuch applications. Moreover, the resource
demand is timevaryingand is mostly lower than the value used fbe coreallocation. However, as
described in [5], dynamic power gatingurning on/off cores) cannot be applicable to such
applicationsdue to the significant performance degradation caused thg long transition latency
between power modes and fasharges of resource demands. Thus, dynamic v/f scalitigei®nly
solution to achieve power savings while satisfying pleeformarce requirement. Motivated by this
observation, theproposed solution allocates the number of cores for eachadebrding to its pak

(or off-peak depending on QoS levesource demand to guarantee equal QoS levels to all VMs
while scaling v/f level to achieve power savings.

|4.1.2 SHARING CORES AMOBIGLOCATED VMS

In scaleout applications, massively parallel nodes are cooperativelsking by forming a cluster
architecture [12]. For instance, in a web search application, a big set of search indexes is divided into
multiple smaller datasets, and then allocated into multiple VMs (or servers), each of which is called
an index searchg rode (ISN)Once a quenrarrives, each ISN independently searches matched data
with the allocated dataset and a master (i.e., fraamd) node gathers the search results from the
multiple ISNs, then sends the results to clients.

700 600
600 » Number of clients 00

5 o ﬁiﬁ%\ﬁ% 0
R PVACPVAR Y AN o

0 ‘ | 0
0 10 20 30
Elapsed time (sec)

T

(%)

Utiliza

Number of clients

Figure4.1 - Variations of CPU utilization of two index searching nodes (ISN#) respect the number of clients

The amount of required CPU utilization varies as d@nsount of user requests to servers
changesover time.Figure4.1 shows the CPU utilization traces for two V{8 data presented in this
section is meaged using an AMD Opteron 617&chitecture withh a DELL PowerEdge R815
server) each ofwhich is an index serving node (ISN), in a single searchcluster to process queries
requested from the varying numbef clients.As shown in the figure, the CPU utilizations of both
VMs are highly synchronized with the variation of the numifeclients. Furthermore, loads between
VMs in a cluster araot perfectly balanced because the CPU utilization dependheramount of
matched results corresponding to a user requédius, we can improve the resource utilization by
sharing coreamong multiple VMs, such that they can flexibly use caegendingon their time
varying resource demands:urthermore, as analyzed in [10], the overhead of shagoges is
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negligible due to the large memory footprint s€aleout applications, i.e., far beyond the capacity of
on-chipcaches.

[ i IPC | L2 MPKI | L2 miss rate (%) |
w/ Backshcoles 0.76 (0.75) | 2.38 (2.40) 11.28 (11.57)
w/ Swaptions 0.75 (0.77) | 2.32 (2.43) 11.02 (9.63)
w/ Facesim 0.70 (0.70) | 2.41 (2.36) 11.41 (11.31)
w/ Canneal 0.76 (0.78) | 2.46 (2.43) 11.76 (11.67)

Table4.1 - Performance metrics of a web search applicationlozated with a VM running parsec benchmark:
numbers in parenthesis show the case when a web search application is running alone

Table4.1 shows the measured performance metrics usdd web search application when it is-co
located with variouspplications (from PARSEC benchmark suite). We compastedction per clock
cycles (IPC), L2 migsr-kilo-instruction (MPKI), and L2 miss ratio (%). The values are obtained using
Xenoprof patched for the AMD15h Bulldozer architectii4]. The numbers in parenthesis show the
case before colocatioAs can be seen, there are only negligible variatmres all themetrics, which
correspond to a negligible performanagegradation due to cores sharing. Motivated by these
observations, the proposed solution allocates VMs to sergeich that all cdocated VMs share
cores assuming that theerformance degradation is gégible.

4.1.3 CORRELATIGAWARE VM PLACEMENT

Due to the distributed operations of multiple VMs irclaister, we can observe a high correlation
within a cluster ofscaleout applications, called intraluster correlation, rathethan the correlation
among diférent clusters (or servicegrgeted in other correlatioraware scheme [@€]9]. In Figure4.1,
we can observe the intraluster correlation between two VM# a cluster, both of which are
strongly synchronized witthe variationof the number of clients. Thus, the propossalution tekes
into account the pervasive correlation in scalat applications, i.e., within a cluster as well as among
clusters, such that correlated VMs are notlooated.

4.2 CORRELATIGAWARE POWER MANAGHEME

In this section, w present the proposed datacetpower management solutionFirst, we
define a cost function to efficiently quantifthe level of correlation sed in the proposed VM
placement Second, we propose the correlatiamvare VM allocation sckme while sharing cores
among celocated VMs. Finally, we provide a way to sdhle v/f level to achieve power savings
without any QoSlegradation.

We assuméhomogeneousservers and each of them consists of Ncore cores with multiple
frequency levels.

4.2.1 EFFCIENT CORRELATIOEABURE FOR VM ALLDIOAN

The correlation of used CPU utilization between two VMs is mostly quantified with Pearson
productY2 YSY i O2NNBfFGA2Yy O2SFFAOASY(HZ 2N tSINAR2Y QA
of covariance oftte two random variables to the product of their standard deviations. However, the
overhead to calculate the metric for a certain time interval is high for a short time period because the
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computation is concentrated at the end of the time period, as itz¢8 the average values of CPU

A % /4 A x

dzi At AT FGA2Y al YLX $a% 6KAOK I NB 02ttt SOGSR RdzNRy 3

also partly inefficient because the value reflects correlation throughout the corresponding time
interval, even though wenly require the correlation at (offpeak utilizations in VM placement. To
overcome the drawback and inefficiency in this metric, we propose a new cost function to quantify
correlation between two VMs (in terms of CPU utilization), as follows:

-ﬁ.{_.pu (VJL) + 'f:'«(‘jl u (I/JII )
ﬁ'('!lﬂ (V:"L + Vyﬂf.}-)

where Cost™; represents the newly defined correlation measuretween VMand VM. (g, (VM) is

a referenceutilization of VM, which is either the peak or the Nffercentile value depending on QoS
requirement. The numeratorepresents the worstase pealCPU utilization when thpeaks of two
VMs coincide, while the denominator is aggregated actual peak utilization when Vaid VM are
collocatedinto a same server. Thus, the higher Cbst, the lowercorrelation between Viand VM

. Moreover, we ca updatethe values at each sampling period of utilization. Thus, we Sz
memory space to store all samples as well as ewdistyibuting computational effort to measure the
correlationacross a certain time horizon.

1) Cost] =

Using our new Co$t;; function, we can model correlationamong all VMs by constructing el
matrix, namely, M" ;.swhere the (i,jth element corresponds to CdSt; .

|4.2.2 CORRELATIGAWARE VM ALLOCATION

We allocate VMs such that the correlation among the allocadMBls in Serveri, é.,
V;’””" ={VM;q,- - Jf"ﬂ[,-.”;»u}
where ™ is the number of VMs allocated to Serveripigimized, while the sum ofdpu(VMi;j) in
the server doesiot exceed the total CPU capability of the server, i.e., @apivell as the number of
the active servers is minimized. Toarrelation of Serveri is defined as shown in

n : " Ny APNLTL)

———server Vi y C ()“’fj.n'\'
Clost, = E w; E .

(2) : nym —1

=1 h=1&h#j 1

where W™ ;; represents a weight of VMi;j , defined as the rasfdi(VMi;j) to the sumofio + a A T20 Qa
all calocated VMsn ServeriThe problem of finding optimal sets of VMs is a walbwn bin-packing
problem [15]. To reduce the solution complexitye propose a solution based on a FiFit
Decreasing heuristias shown irFigure4.2. Our proposed algorithm is periodicallyvoked at every
tperiod. The algorithm is largely died into two phases: 1) UPDATE (line8)land 2) ALLOCATE
(lines 9-18). In the UPDATE phase, we initialize parametersugathte CPU utilization statistics.
Then, we allocate VMs tervers in theALLOCATE phase.
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Algorithm 1 Correlation-aware VM placement
Vunnlla(' - {"‘\[ill <i< A\'””}

Vadloe — {4}, where 1 < i < Nyerver

Rem; = Cap;, where 1 < i < Ngepyer

Set an initial correlation threshold, T'H ..«

Predict workloads for all VMs

Sort Vunalloc jn descending order of ey, (V M;)
Update a correlation map, .2, i
Calculate the estimated number of servers, Neerver

oW e
!
FLvadn

N0

9: while (Vunalloc is not empty) do —
10: for : = 1 = Ngerver do
1: V M;=FINDV M(Vunalloc alloc Reyn. T Hoop)
12: while (VM; # NULL) do
. alloe __ walloe 7
13: Veiloe = Vglloe 1 (VM)
14: Rem; = Rem; — u() A\[j_)
15: thmllm' - ‘Vunullm' . {".\[]}
16: V M;=FINDVM(Vunalloe yalloc Repn: T H oo1)
17: Y‘]{(‘U” =y '[‘}]Cosl

18: Sort servers in descending order of Rem;

|
LVO0T1TV

Figure4.2 - The proposed correlatioraware VM placement consisting of UPDATE and ALLOCATE phases

In the UPDATE phase, we first initialize a set of unalloddhésl (Vunalloc), sets of allocated
VMs (Vallog), remainingcapacity (Remi ) for all seass, and a correlation threshold@Hcos) in lines
1-4. Second, we predict the workload based history, as we previously prepared in [15] (line 5).
Third, we sort VMs in Vunalloc in descending order of predictegbu(VMi) to reduce the
fragmentation ofthe bin-packingproblem (line 6). Fourth, we update ‘M corr by updating the
Cost™i;j for all VM pairs (line 7). Finally, we determine thamber of estimated active servers, i.e.,
Nserver , as presenteid Eqn (3) (in line 8):

Num =
=~ Z_llm u(:pu(Vﬂ[i)
3 N&:em'ﬂ-r = =
®) o Ncorc

where icpu epresents an estimate dicpu . ThenNserveris equal to the minimum number of
servers to accommodate alflMs in Vunalloc. We provision VMs to reduce the numbeaative
servers while satisfying performance requiremeritae ALLOCAPBase is iterated uil all VMs are
allocatedto Nserver servers (line 9). First, we select a server hatfirglargest remaining CPU
capability, i.e., Remi (line 1@econd, we find a VM to be allocated into Seirfiare 11),which has
the highest Costserverwith VMs in Vallod , whilesatisfying two conditions: 1) Cosgrveri should
be larger thariTHcost ; and 2ycpu(VMi) should be less than or equaRemi . In case we find a VM,
we update Vallo¢ , Remi, anunalloc accordingly (lines 125). The procedwe to find VMs to be
allocated in Serveri is iterated until there is Wt (lines 1216). If we have unallocated VMs at the
end ofthe iteration, we repetithe procedure (from lines 1@6) with a degenerated THcosby a
F I OG 2(Nde 27¥alohg with &ist of servers sorted in descending order of Remi (line 18).
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4.2.3 DECISION OF V/F LEVE

Once all VMs are allocated into servers, we determineoptimal v/f level for each server.
However, we cannot exactlgstimate how much we can lower v/f level when multipiéVis are
allocated in a server because CBsfj only captureshe correlation between two VMs.
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Figure4.3 - Relationship between weighted avage correlaion in Egn. (2) anghossible v/f scaling factor:
the lower bound of the possible v/f scaling factdras linear relationship with Costerveri

Therefore, we empiricallgalculate the lower bound of v/f slkedown through Cosserveri in
Egn. (2), as shown iRigure4.3. X and Yaxes, respectivelyrepresent a weighted average cost
function calculated withEgn. 2) and the ratio of the sum ofdpu(VM)Q & coflogéatedVMs to the
aggegated peak value of the server, whichpresents possible v/f slowdown. Based on the
relationship,we can determine the frequency level of Serveri , i.e., fiprasented in Eqn. (4):

e 1 Z;Iél ?}"(’-P'ff(Vﬂ[iJ) mar
@ 1= Cost, ] Ngerver I

* core

where " is the maximum frequency level. fi is set lmwering the worsicase peak required
frequency level (i.e.the second parenthesis assuming the situation when peakgMé coincide)
with a factor of 1=Cos%erveri .

5. RESULTS

We validated the proposed datacentre power management approach in two setigs. We
applied the proposed solution to two web search clusters running on DELL PowerEdge R815 servers
to validate the applicability of the proposed correlatiaware scheme for scaleut applications.
Second, we further investigated the effectivenesdamer scale problems with the utilization traces
obtained from a real datacenter setup.

|5.1.l SETURL: DISRIBUTED WEB SEAR®HPIACATIONS

We built two web search clusters, i.e., Clusterl, and Cluster2, using the CloudSuite benchmarks
[10]. Each cluster consssof three VMs: one is frortnd (Tomcat7.0.23) and two are ISNs (Nutch
1.2). Note that the CPU utilization of the freemd is quite low compared to ISNs. Thus, we simply
varied the allocation of VMs hosting ISNs. We annofatg ISNs as VM1;1, VM1;9M2;1, and
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VM2;2 where {VM1;1;, VM1;2} and {VM2;1; VM2;2ye included inClusterl and Cluster2,
respectively. We used Xehl hypervisor for server virtualization and each VM has Ubuntul1.10 as

Ada 2LISNIGAYy3 a2aidSY o0h{ 0 oFahd0.7%NddzAed th&imberioh Sy G & Q
clients from 0 to300 with the form of sine and cosine waves for Clusterl and Cluster2, respectively.

We used two servers each of which consists of 8 cores having two frequeety, li.e., 1.9GHz and

2.1GHz.
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(4 cores) (4 cores) (4 cores) (4 cores) VM, , (8 cores) I VM, ;{8 cores) VM, ; (8 cores) ‘ VM, ; (8 cores)
‘ Server, (8cores) ‘ ‘ Server, (8cores) ‘ Server, (8cores) Server; (8cores) ‘ Server, (8cores) ‘ ‘ Server, (8cores)

1 1 1

Seerr;

- -
= 0.8 2 o8 Server, S o8 Server; Server;
z e RN ! PEaia g ; ]
=2 8 . =2 /
= 0.6 = = =
£38 £ 5 0° 5§06 x
= - ou 3 —
2 9 o0a 2 5 04 z 904
Y E S E SE
£z 02 E 3 02 E=zom
S 5= S '
= 0 = 0 = 4]
0 0 4 60 80 100 120 o o a0 e s 10 120
Elapsed time (sec) Time (sec) Time (sec)
(a) (b) (c)

Figure5.1 - VM placements and CPU utilization traces of (8@lated, (b) SharedUnCort and (c)SharedCorr

We compared three different VM allocations, as illustrated in the upper pafigfre5.1. 1)
Segregated where each VM is independently ingnon 4 cores each, 2) SharddCorr where 8
cores are shared with two VMs in a same cluster (i.e., correlation unawareness), and 3)}Gtrared
where 8 cores are shared with two VMs in differetusters (i.e., including correlation awareness).
Then,Figure5.2 shows comparisons in terms of the"™percentile response time.
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Figure5.2 - 90th percentile response time of Cluster1 and Cluster2 for three different VM allocations

As this figure indicates, the B0Opercentile response time in SharéthCorr is lower than
Segegated by 43.6% (from 0.275 to 0.155 sec) while Shatamr provides another 7.7% lower
response time ffom 0.155 to 0.143 sec) than SharddCorr under 2.1GHz. The results can be
explained by observing the CPU utilization tracegigure5.1. The X and Yaxes represent the
elapsed time (in sec) and the normalized CPU utilizatith respect to the number of servers,
respectively. The samples are collected at every 1 sec using a Perl script monitoring tool Xenstat.pl.
The reason of the high response time in Segregated case is the inefficient utilization of the allocated
cores. Asshown inFigure5.1(a), VM1;1 and VM2;2 are undatilized while VM1;2 and VM2;1 are
over-utilized, i.e., approaching their maximum CPU utilization levels, and needs more than 4 cores.
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Note that the response time of the distribed web search cluster is constrained by the latest VM
because a fronend sends results to clients only after collecting the search results from all ISNs.
Thus, due to the deficiency of the CPU capability of the-atitBzed VMs, queries must wait in a
gueue for a longer time before being processed. Thus, the response time of Segregated case
becomes longer. On the contrary, ShatgdCorr enables to efficiently use all the 8 cores in each
server by flexibly scheduling VMs to the cores according to theg-wianying demands. his result
supports our clainwhere we anticipated that the gain attaining from sharing cores among VMs is
much higher than the performance degradation caused by the interference amolugated VMs.
However, the maximum CPU utilizatioeaches up to 0.88 because two VMs within the same cluster
are highly correlated. Hence, the peaks of the CPU utilizations coincide. Such high CPU utilization can
result in longer response times [13]. We can reduce the peak utilization by allocatingnsidering
correlations among VMs in Shar&brr Eigure5.1 (c)). In Sharec€Corre, the maximum CPU utilization
becomes even and lowered dovim 0.6. The improved response time in Shateorr can be used to

save power consumptiohy lowering the frequency level. As showrFigure5.2, SharedCorr running

with 1.9GHz provides almost similar response time (0.155 vs. 0.160 sec) to Shared running with
2.1GHz, which results in approximately 12% power savings.

5.1.2 SETUR: UTILIZATION TRAAE@GBTAINED FROM DEEANTER SETUPS

To further investigate the effectaness of the proposed solutiome performed another set fo
simulations using utilizatiotraces obtained from an actual datacenter. sst of VMs areseverely
under-utilized, we seleted the top 40 VMs in terms ofPU utilization. We sampledhda CPU
utilization every 5 minfor a day while synthesizirfqmne-grained samples per 5 sewith a lognormal
random number generator [16], whose @an is the same as the oflected value for the
corresponding Bminute sample rate. Using tie utilization traces, we evaluatetthe effectiveness of
the proposed solution with a virtualestbed consisting of 20 segrs. We targeted an Intel Xeon
E5410 server configuration Wi @nsists of 8 cores and twivequency levels (2.0GH:nd 2.3GHz),
and used the powemodel proposed in [13We performed VM placement eveflyhour, i.e., ferio=1
hour, with predictions of upcomingvorkloads using a lastalue predctor. Then, we comparethe
following three approaches of poweranagement for datacenters:

- BestFit-Decreasing (BFD)canventional besfit-decreasing heuristic approach.

- Peak Clusterig-based Placement (PCP) [6k@&relationaware VM allocation hich clusters
VMsusing itsEnvelopebased correlation classification.

- Proposed: the proposederelation-aware VM allocation.
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Table5.1 - Comparisons fofa) static and(b) dynamic Vf scaling

Table 5.1(a) ®mpares the pwer consumption and performanceiolations of the thre
approaches when we staticalbet the v/f level at the time of VM placement, i.€itq. Thepower
consumption results araormalized with respect to thpower consumed by BFAnd the maximum
violation showsthe maximum peitperiod ratio of the number of oveiutilized time instances (i.e.,
when the aggredgad utilization among collocatedVMs is beyond theCPU capacity of a
correspondingserver) to ferios, during theentire periods, k., 24 hours.The proposed solution
provides up to 13.7% power savingempared to BFD and PCP, while drasticaliyicing thenumber
of the violations. lis noteworthy that PCP providesmost similar results with BFD becauslue to
high and fasthangng correlations among/Ms in our utilization tracef2CP classifies VMs intalp
YwmQ Of dza i S NJoRhkNike/ p@riods K28 audf24itime periods). When thaumber of
Of dza (i SMI® behaves $radlly same VBEFD.

Figure5.3 - Comparison of frequency distributions in (a) Servand (b) Server

The power savings obtadd by our proposed solution ardue to the aggressivget-safe v/f
settings utilizing the loweredctual peak resource demande., Eqn. (4).Figure5.3 comparesthe
distributions of usedrequency levels of BFD and theoposed solution in two serve (we omit the
distribution of PCP, as it is similar to B As shown in the histograntbe proposed slution uses
the lower frequency levels mordrequently. Moreover, the propsed solution provides a drastic
reduction of the violatios (i.e., 15.6%) compared to tleeher approaches. Notéhat we allocated
VMs based oitheir peak utilizatios, which werepredicted fromtheir history. Despite the provision
based on the peak utilization, wabserved quality degradationver the three approaches due tbe
mispredictions of the pealutilization, especially duringbrupt workload changesdowever, the
proposedsolutioncan statistically reduce thprobability of the violation byo-locating uncorrelated
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