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1. INTRODUCTION

1.1 DOCUMENT BACKGROUND

The FP7Smart Cities 20135reenDataNet projectims at designing and validating a new, systewel

optimisation solution allowing Urban Data €éntres to radically improve their energy and environmental
performance. The GreenDataNet pject is the result of the European call FP7-#CA Mo ®c ®1 W5 G+ / Sy i
energySTFAOASY G YR SY@ANRBYYSyidltfte FTNASYyRfe& AyiSNySiQo

The objectiveof GreenDataNets to developa set of beyond statef-the-art technologies that will allow Urban
Data @ntres (Urban DCs}o reach 80% of renewabl@ower and decrease their average Power Usage
Effectiveness (PUE) from 126 today to less than 1.3.

GreenDataNet will enable energy monitoring and optimisation@f power, cooling and storage at three
levek:

1. servers and racks

2. individual data centres;

3. networks of data centres.

To further reduce the need for griggower, GreenDataNet will also woron the integration of local
Photo\bltaic (PV)energy in combination with aimnovative, largescale storageolution that will facilitate the
connection of data centres to smart grids. Within thisject, secondife electric vehicle Libn batteries will be
investigated as a more advantageous solution for daiatres to become actual smart grid nodes.

The vhole solution will be implemented as an opsaurce platform to allow third parties to provide additional
optimisation modules and ensure the lotgrm sustainability of the project. Three demonstration sites will be
utilised to test and validate the GreBrataNet concept: a data centre from Credit Suisse in Switzerland, a data
centre from CEA in France that includes a large photovoltaic area and a smart grid test platform, andit pilot

in the Netherlands that is being used by a Dutch consortium workinGreenCTtechnologies.

In addition,research on heat reuse vs. free cooling will be conducted in a new data centre built by ICTroom in
Belgium.

Performance indicators that go beyond PUE will be experimented in the project and will support the work of
the consortium in standardisation bodies like CEN/CENELEC/ETSI. Based on the project outcome,
GreenDataNewill release guidelines to help make data centres more sustainable in the future.

Urban Data Centre Definition and Specification Page5 of 40




1.2 DOCUMENPOSITION

The project is organised into workapkages (W$), as shown in the following figur&éhe work flow represents
interdependencies between WPs and the main milestasuggporting the project goals.

T0 TO+12 TO+24 T0+36

WP1 — System Specification and Design

Requirements, architecture and HW design Final recom.

i v

| '
WP?2 — Local Management System
Analytical models, software and forecasting tools.

X MS7
i H H i

WP3 — Energy Management System for a Network of Data Centres
Analytical models, software and forecasting tools

WP4 — Demonstration

Demor.strators and validation process

WP5 — Dissemination, Standardisation and Exploitation
MS14 MS15 H
¥Ms1s

AL
WP6 — Project Management

Figurel-1  Work flow of GreenDataNet project with work prages interdependencies

WP 1 is the system specification and Desifiask 1.1 of WPTomprises theUrban DCdefinition and
specification.The intent of this document is to answthis part of the Work Package 1 (WP1) purpose and is a
defineddeliverableof WP1.

1.3 DOCUMENT PRPOSE

The purpose of this documert to describeand specify thaypical definitionof urbanData Centr®ata Centre

or a network ofData Centr®ata Centrs, astargeted by the GreenDataNet project.

Thisdefinition will provide guidane in the requirements and limitations for all technical developments carried
out in the GreenDataNet project. Key parametefghe definitionsuch as size or geographical location will be
utilized to evaluate a data centsecapability to leverage thase of renewable energy (primarily solar in this
project), efficiently reuse the heat that it produces, alodeduce its power consumption.

Based on Hhis initial definition and specification, tools will be developed to estimate the energy and
environmental grformance of an existing daientre, a datacentreto be retrofitted or anew data centreto

be built. Thespecification will be used as the baseline scenario, against which all improvements brought by the
project will be benchmarked

1.4 DOCUMENT SCOPE
Thescope of this document imrgeted at providing a practical applicable frameworklsban DQlesign and
specification. It will provide the boundariesof the definition of anUrban DGn order to project and compare
future energy efficiency opportunitie®f these type of facilities.

1.5 CONSTRAINTS

This document will constrain to the scope of the GreenDataNet project.
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1.6 ASSUMPTIONS AND DEBENCIES

Practicalassumptions have been ade concerning the detail levef information in this document. This
definition of Urban DCs will be the starting point fbie next work packages within the GreenDataNet project.

1.7 DEFINITION, ACRONYMS$D ABBREVATIONS

1.7.1KEYDEFINITIONS

Data centre[1]
A structure, or group of structures, dedicated to the centralized accommodatinterconnection and

operation of information technology and network telecommunications equipment providing data storage,
processing and transport services together with all the facilities and infrastructures for power distribution and
environmental contrd together with the necessary levels of resilience and security required to provide the
desired service availability

Note: A structure can consist of multiple buildings and/or spaces with specific functions to support the primary

function.
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1.7.2KEYACRONYMBND ABBREVATIONS

AC Alternating Current

AEMS Aggregated Energy Management System
BACnet Building Automation and Control Network
BMS Battery Management SystefBuilding Management System
CPU Central Processing Unit

CUE Carbon Usage Effectiveness

DC Data Centreor Direct Current

DCIM Data Centre Infrastructure Management
DSO DistributionSystem Operator

EC European Commission

EPA Environmental Protection Agency

EV Electric Vehicle

ESD Electro Static Discharge

GHG Greenhouse Gas

HVAC Heating, ¥éntilation and Air Conditioning

ICT Information and Communication Technology
IPR Intellectual Property Rights

ICT Informationand Communicatioif echnology
KPI Key Performance Indicator

LEED Leadership in Energy and Environmental Design
NQOC Network Ogerating Centre

OPC Obiject Linking and Ereldding for Process Control
PDU Power Distribution Unit

PUE Power Usage Effectiveness

PV Photovoltaic

SEMS Smart Energy Management System

SLA Service Level Agreement

SME Small or Medium size Enterprise

SNMP Simple Network Management Protocol
TCP/IP Transfer Control Protocol / Internet Protocol
TSO Transmission System Operator

ubcC Urban Data Centre

UPS Uninterruptible Power Supply

VM Virtual Machine

VRLA Valve Regulated Lead Acid (battery)

WP Work Packge

WUE Water Usage Effectiveness
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1.9 DOCUMENT OVERVIEW

This documentis organized in three main parts: firstly general definition of the Urban Data Centre is
provided, andhe main indicators used to measure the performanoéshese structuresA description oData
Centresandtheir relations to other types and its surroundinggpresentedin Chapter 2Chapter ooms in on
the specificUrban DQefinition (as used inlte GreenDataNet projecgnd its relevanttems. In this chapter
alsoa definition of two sizes diirban D& is presented.
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2. DATA CENTRDESCRIPTION

2.1 DATA CENTRIPGRSPECTIVE

Data centres have become an important factor in t@Tinfrastructure.L  Q ®lacé WHeére the computing,
storage and communication of data takes pladiee data centre is there to facilitatheselCTfunctions Over
years a very large variety of data centres have emerged, and arbeitily developed.The total data centre
marke can be categorizetiom different points of view. Some examples are given in the tablew.

Qty of racks Few - Thousands
ICTFArea Smallc Medium- Large
Power Smallc Medium- Large
Business Hostingg Colocation Enterprise
User Single tenant Multi tenant
Life cycle phase Green field- Brown field- Refurbishment
Operation Lights out- 365/24 personnel
Equipment Telecom equipment Server equipment
LevelsAvailability Low ... High
LevelsSecurity Low . .. High
Levels Efficiency Low . .. High
Location Rural Industrial Urban
Etc.

Table2-1 Examples for categmingdata centres

Specific data centres will always fall in multiple categoriagthermore, these categoriesill (should)also
determine the way in which a data centre is designed, built and oper&ederally thecategorycanbe based
on physicalaspects the busness purpose or the technical amiganisational setip. Geographical location,
life-cycle statusor various level®f availability, security or efficiencgre other means to typecast or identify
various data centresSothere is a wide diversity, varyingom the very smalltechnical simple andsually
hardly managed basitata centrelocations towards the large, cgotex and fully managed datsentres.

It is importantto be aware that several of these items may seem related but are basically uncorrelaiged as
shown in the following figureA data centre that has a high level of availability can have a low leveiesf)g
efficiency (sustainability) or vice vergasimilar situation is valid for the security level.

Availability

Sustainability Security

>
=
ey
i
‘©

>
&

Availability
Efficiency

>
=
=
>
9
(1]
[}

Figure2-1  General oveall but un-correlated entities of data centres (left),
Examples of varioustings of these entities for different datarees (Source: ICTroom)
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In the design of the facility infrastructure and th€Tareg two major scaling factors can be distinguishdthe

most commonly and widely used datantre size indicators are raddloor size gqmor sqft) and maximum
ICTpower capacity KW) [18][19][23]. In relation to sustainabilitymore specific energy efficiencihe nmost

commonusedindicator iscurrently Power Usage EffectiveneBUE).

There is adargenumber of regionalsmaller andmediumsized data centrebcatedclose tothe endusers in
urban areasThese smaller data centresire outnumbering the larger data centrd88] and while they are
hardly optimised, offer a feasible potential for more efficient usaglee GreenDataNet project focusses on
smart energy management theseUrban DG. Thiswill be enabledat three levelsserverandrack level data
centreleveland network of distributed data centrdsvel

2.2 USER CHARACTERISTIC

Various types of data cents&an be distinguished by their general user characteristics:

Public cloud providers (Amazon, Google)

Scientific computing centre (universities or national laboratories)

Largecorporate government hospitalsor banking data centres

Colocation centre

In-house data centre (facilities owned and operated by organisations using their servers)

= =4 —a —a A

Next to these general typecasting, user characteristise dependent on:

ICTload during the day, The peak use and spread during the day can differ per user)
Mix of ICTequipment type usedsgervers vs.tsrage vsnetwork vs. telecomequipment)
Mix of ICTequipment age (radern equipment or legacy equipment)

Mix of Usersgingle tenant omulti-tenantuse)

Mix of facility systems (cooling system, UPS)

= =4 —a —a -9

A third dimensiornis related to the various supply elements

1 Renewable energy typdfrom utility supplier, PV, wind, hydro, etc.)
1 Water source (from utility supplier, open water, reused water, etc.)
1 Energy storage types (aquifer, battery, etc.)

Based on anatrix of abovecharacteristicsusers profiles can be describadhich generatedifferent profiles. By
pairing complementanprofiles €.g. combinationof a day and a night use}, useful combinations might be
found resulting inmore energy efficient operation. Next to i) user profiles can be used tosynchronie
(renewablg energysupplywith demand(e.g. day user and PV power supply)

2.3 DATA CENTRESBNCTION

A basic question to ask oneself isynadata centreis needed in the first placelf onecouldstart from scrath,
one would only need a power source to runomputers storageand connectivity to share or send data on
networks In essence this could be in the outside environmesatho need fora data centre However to
ensure protection against environmental imga and outside threatsa roof and walls (a buiding) are
constructed, resulting in the data centre as su€he roof andwvalls will protectthe ICTequipment but at the

0% Green
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same timealso createan internal climateas indicated irFigure2-2. To ensure an adequatnd continuous
data centre climate active environmental controlis needed Additional items like security and facility
management are needeas well

Facility
Management

o)
)

i i

Location and Security

Figure2-2  Protection of thelCT network, and ®rage equipmentreates the need for dateentres.
(Source:NPR5313)

2.4 ENVIRONMENTAIOGDITIONS

Environmental conditionlevels within datacentres have beendescribedand advisedby arganisations like
ASHRAB] and ETS[12]. These publications describe conditions at the front of i@@equipment, inside the
cool alley, using cool and warm alley -sgt of the racks. This in contrary to the earlier days when racks were
not yet set up in this way and the conditisvas more or less uniform for the whole data centre area.

The publications have resulted in a recommended operating range in the data centre at the frontI@fTthe
equipment.

However there is a tendency to allow higher temperatures and wider humiddicatinges in the data centre
as this will be beneficial to the energy efficierje@][21]. Allowing higher temperatures in the data centre at
the front of the ICTequipment results in higher return temperatures in the cooling systems. dllua/sto
extend the use of free cooling capabilities.

This trendof higher temperatureshrives on three main developmenf22]:

1. ICTequipment is increasingly capable of operating at higher temperatures

2. ASHRAE has publishi@ wider operating envelopes, resulting éxtended allowable ranggal1- A4).

3. Data cetre end users are more willintg accept the higher temperaturesrangesy R I R2dza G Ay 3 { |
accordingly

Someremarks
Ad 1

1 Not alliCTequipment is currently capable (yet) of handling these high temperatdiais. is especially
the case for retrdit situationsand/or when legacy equipment is present.
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1 Equipment with hard drives and tape drives usually require lower temperatures

1 Sometimes the UPS and batteries are also positioned ifQfiarea of (smaller) ata centres. Special
careis neededor the tempemture of the UPS batterieas lifetimefor standard VRLA batteriés
decreased dramatically at higher temperatuies25°C)

1 ¢KS o0SySTAGAa 2F SySNHeE& &l @Ay 3 0 eracted by dnfenedy (G KS
increase of thdCTequipment due to increased fan speed#is depends on the specificT
equipment that is used.

1 Allowing higher temperatureseducesthe 8parglemperature range before a critical value is reached

[atN
w
<
[
.

1 For the allevable ranges extra precautions are valid, for example ESD implementation

1 The acceptance is still a slgrocessgcurrently Data Centreananagers are making first steps to
increase the temperatures from 20 to 24 degrees. The market is traditionalednctant to make
largeor uncertainsteps.
1 Higher temperatures will have an impact on the acceptdhlmanworking conditions
1 ¢KS LIaairoAfAiAsSa G2 Redzad {['!'Qa (2 GKS KAIKSNI
contracts2 ¥  { Jario@ dlients (with various requirements) and competitiés. a suggestiothe
SLAs should provide in the allowarafex higher temperature for short periodsof time.

In the followingpsychometricchart the recommended and allowable environmental classes i dentres
are presentedas defined by ASHRAE (20[31)
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oo iSdEenes USSP
et , <[ ENCEENEE
711 1 I 8 ‘i
= B o = g N ™
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Dry Bulb Temperoture, deg C
ASHRAE Environmental Classes for Data Centers

Figure2-3  Environmental classes for @atentres as defined by ASHRAE, Z8adrce: ASHRAE)
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The specific rangeabove for both the recommendednd the allowable climate ranges, aspecifiedin the
table below.

= Equipment Environmental Specifications

E’ Product Operations (b)(c) Product Power Off (c) (d)

@ Dry-Bulb Humidity Range, Maximum Maximum Maximum Rate Dry-Bulb Relative Maximum

g Temperature non-Condensing Dew Point Elevation of Change(°C/hr) Temperature Humidity Dew Point
(c) (elle) (h) (i) (c (m) (f) (c) (%) (c)

Recommended (Applies to all A classes; individual data centers can choose to expand this range based upon the
analysis described in this document)

Al 5.52C DP to
to 18 to 27 60% RH and
A4 152C DP
Allowable
20% to 80%
Al 15to 32 R(}-)| 17 3050 5/20 5to 45 8 to 80 27
0, 0,
A2 10 to 35 20% ;a 80% 21 3050 5/20 5to 45 8 to 80 27
-12°CDP & 8%
A3 5to 40 RH to 85% RH 24 3050 5/20 5to 45 810 85 27
-12°CDP & 8%
Ad 5to 45 RH to 90% RH 24 3050 5/20 5to 45 8to 90 27

Table2-2 ASHRAE 2011 Equipment Environmental Specificatioimth Recommended and Allowable
ranges (source: ASHRAE)

2.5 DATA CENTRNTERFACE

When looking at the energies in relation to the data centre it is a good starbitigider thedata centre being a

black box, as shown iRigure2-4. There is energy coming in, this is usually electricity but canbesaher
means of energy, for instance fuel (for the generator), cooling water or air, sunlight, or other means of energy.
The energy can be stored in the data centreuaderneath it (for instance aquifers in the ground), but will
eventually coming out in théorm of heat andCTperformance.

DATA CENTER

Energy

S ICTroom

abelo)s
ABlauz

Figure2-4  BasicBlack Box Energy model fodata entre (Source: ICTroom)

0¥ Green - _—
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Zooming ininto the data centre black bowe can distinguish th&CTload and the various fdiy installations
needed to let thelCTload function. Also the software running on tH&Tequipment can be considered part of
the system. IrFigure2-5 some examplesre indicated to provide a greener system, and where apnd h
energy efficiency and effectiveness can be achieved. This diagram presents si@leaf the data centre
systemand helps taclearlypinpoint and distinguishthe items that can be improved. Note that there are more
possibilities that are given as exptas in the figure).

(/— Heat Re-use

E-efficient code
Virtualisation

E install
- [y PEEE e

cooling IT equip.

T

Sustainable
energy

Low loss
High Performance/Watt

Low energy use
Standby modes
Efficient power supply
Aquifer storage No comatose servers

Cooling Efficienc
Free cooling

Figure2-5  Energy model for data centre indicating examples sfistainableand energy optimisations
(Source: ICTroom)

A common energy efficiency performance indicatoower Usage Eéictiveness (BB, although currently wide
spread anl easy to use, only touches part of teaeergy flows in thelata centresystem.This is clearly shown In
Figure2-6. It is obvious that other performance indicators asoneeddl, as is alspart ofthe FP7 call.

FP7 related

software

IT equip.

Figure2-6  Erergy model for a dataentre indicatingthe covering of key performance indicator PUE as well
as the coverage of the FP7 ICT ¢8lburce: ICTroom)

g
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2.6 KEYPERFORMANCE INDICREO

Asmentioned,the aurrent most commoty used KPis PUHES8] [9] [1(]. Howevelitems like renewable energies
and heat reuseare not implemented in this indicatof.herefore other KPIs are necessft)y In the document
as developed ypthe Smart City Cluster Collaboratigroup @dentify existing metrics and methodolog®s

[17], an extensiveinventory of availableKP$ for datacentresis documented adisted below.

No KPI No KPI
1 Power Usage Effectiveness (PUE) 41 Green EnergZoefficient (GEC)
2 Corporate AveragPata CentreEfficiency (CADE) 42  Energy Reuse Factor (ERF)
3  Data Centrénfrastructure Efficiency (DCIE) 43  Energy Reuse Effectiveness (ERE)
4 Compute Power Efficiency (CPE) 44  Carbon Emission Factor (CEF)
5 Data CentreEnergy Productivity (DCeP) 45  Carbon Intensity per Unit of Data (CIUD)
6  Data Centre Utilisation (DCU) 46  Green Power Usage Effectiveness (GPUE)
7  Server Compute Efficiency (ScE) 47  Return of Green Investment (RoGl)
8  Data CentreComputeEfficiency (DCcE) 48  Total Cost of Ownership (TCO)
9  Coefficient of Performance of the Ensemble (COP) 49  Carbon Credit
10 Energy Efficient Ratio (EER) 50 PAR4*
11 Seasonal Energy Efficient Ratio (SEER) 51 Building Heat Loss
12  Imbalance of Racks gerature 52  Weighted energy Balance in Data Centres
13 Data Centrd?ower Density (DCPD) 53 Global KPI of Energy Efficiency
14 Data Centre Density (DCD) 54  Data Centre Performance per Energy (DPPE)
15 Space, Watts, and Performance * 55 Load matctand Grid Interaction indicators
16  Useful work * 56 ICTF power usage effectivenessXTUE)
17 Data Centre Productivity 57 Total power usage effectiveness (TUE)
18 Transactions per second per Watt (TPS/Watt) 58 Data Centre Fixed to Variable Ege Ratio (DC FVER)
19 Deployed Hardware Utilization Ratio (fDHR) 59 Partial Power Usage Effectiveness (pPUE)
20 Deployed Hardware Utilization Efficiency (DH) 60 ICTEquipment Energy UtilizatiohQEU)
21 Site Infrastructure Power Overhéaultiplier (SIPOM) 61 ICTEquipment Energy Efficiend{EE)
22 ICTHardware Power Overhead Multiplier-HOM) 62  Green Energy Coefficient (GEC)
23 ﬁ:n;z:igélllzatlon / Hardware Utilization / Network 63  Energy Consumption KRIRIEC)
24  Relative Humidity Difference (RHD) 64  Task Efficiency KPI (KHE)
25 HVAC Effectiveness 65 Energy Reuse KPI (KPIREUSE)
26  Rack Cooling Index (RCI) 66 Renewable Energy KPI (KPIREN)
27 Data CentreCooling System Efficiency (CSE) 67 Global Synthetic KPI (KPIGP)
28  Air Economizer Utilization (AEU) 68 Data CentréMaturity Model (DCMM)
29  Water Economizer Utilization (WEU) 69 Code of Conduct *
30 Airflow Efficiency (AE) 70 Return Temperature Index (RTI)
31 Air management flev indicators 71 Physical Server Reduction Ratio (PSRR)
32 Cooling System Sizing (CSS) 72 l\Dﬂzt;c():d%Tct’r;yI\leegsLuFr:e'\rlns:gie(églcuIatlon and Evaluation
33 Total harmonic distortion (THD)*
34  UPS Load Factor
35 UPS System Efiency
36 UPS Usage
37 Lighting Density*
38 Carbon Usage Effectiveness (CUE)
39 Carbon Emissions Balance
40 Water Usage Effectiveness (WUE)

*) These are not explicit data centre indicators

Table2-3

Inventory ofthe unworkablenumber ofdata centre related KRlkcurrently available, as

accumulated by the Smart City Cluster Collaboration group.
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It isclear that the quantity of KBlas presented above needs to be reduced asithnot a workale situation.
Standardisation is needdd] [4] [8], too many KPIs will impede widely accepted usaigeniform and
unambiguousKPls.Additionally it is important to realise that it takes time for people to adapt and correctly
interpret new (values for) Kis.

A global joint technical commission has been formed (Commi8€dEC JTC1 SC) 3¢hich is currently
working on a smaller and more focused list of KPIs. The current proposed list (still under deve)aprgasen
below. It shows a relevant framewoik which development of global standardizBdta Gentre KPls will take
place.

No KPIdescription KPI

1—. Power Usage Effectiveness | PUE
2 Partial Power Usage Effectiveness pPUE
3 Energy Reuse Effectiveness ERE
4 Renewable Energy Factor REF
5 Cooling Efficiency Ratio - CER

/ Cooling Performance Ratio CPR
6 ICTEquipment Energy Utilization ICTEU
7 ICTEquipment Energy Efficiency ICTEE
8 Carbon Usage Effectiveness CUE
9 Water Usage Effectiveness WUE
10 902y2YAO0O YtLQa t.b.d.

Table2-4 Inventory oflargely reduced number dffata centre related KBasis currently beingleveloped
(under constructionpy thelSGIEC JTC1 SC&f#nmittee.
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3. URBAN DATA CENTREECIFICATION

3.1 URBAN DATA CENTRECUS

Large data centres such as the ones from Google or Facebook have recently made the headlines claiming they
will use a significant share of renewable power due to their particular locaf{i4df41]. While these data

centres can be useful catalystsr ftechnical progress, they have less relevance for the myriad of small and
mediumssizeUrban DG that provide for a significant share iidTneeds across Europ@&heillustration below

shows the DC electrical consumption by market segment in, &®n if it is not possible to mirror the
information concerning thel.S market with the European one, it is still possible to affirm that DC market in
western countries isiot so different According to the electricity consumption split it is evident ttreg Snall
andMedium Data Centres atbe marketsegments that consume the biggest amount of the t@&lpower.

1%

B Small- and Medium-Sized Data Centers 49%
M Enterprise/Corporate 27%
B Multi-Tenant Data Centers 19%

Hyper-Scale Cloud Computing 4%

High-Performance Computing 1%

Figure3-1  Estimated U.S. Data Centre electricity consumption by market segment if12p

Thesetypes ofData Centresre mainly located in the urban environment, therefatenake sense for

GreenDataNet projecto focus onUrbanDG located in or close to urban areddarket analysishas shown
that the DC implantation in bigities such as London or Amsterd#@continuously increasing despite thesis
this is mainly due to the strong corpte presence in the European Capitalsd the high quality of the
network services offered [33Moreover here aresomeadditionalreasonsto clarify why the Urban DG are
taken as starting point fomore sustainable data centr¢dnnex 1]:

In general there is less focus on energy efficjeanad sustainability

Monitoring and optimal operation isawallynot implemented or not very well
Located ose topotential heat userssore-useof energy idetter feasible

Less complex, better predictabile relation to energy characteristics

As kEsspoweris consumed, it isasierto use or implementenewable energy sources
Feasible pilotsaare availablefor optimised energy management

= =4 —a —a -—a -

There are also some diredtawbackg€o mention:

1 Due totheir scale fever opportunitiesfor large(and moreefficient) facilityinstallations
1 Due to their smaller sitareas,large PV plantare harder to realise
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Very limited data of small data centres ublically available[26]. Thismight be due to the fact thatDC
operators of small DCgif evenavailablg¢ are nd taking part in survey®r discussion groupsor are they
publishinga lot of information oresearchdata

3.2 FUNCTIONASPECIFICATION

3.2.1DATA CENTREVERALL CATEGORIES
When specifying a data centre three main oadircategoriecanbe defined[24]:

Availabiity

Theavailability of the data centre is usually expressed in availakigitf S@St ad® ¢KS | LJIAYS Lyad
Tier IV[5] are the most common rating, with Tier IV representitige highest availability Yptime Tier

topology). It represents aertain level of reliability of the facility infrastructure, of which power and cooling are

the most important and direct items. Other wddhown availability levels are presented by for instance BICSI

[19]and TIA.

Efficiency

The efficiency of the dataeatre is anothercategory, whichin principle is independent of the other two main
categories. Currently various efficiency performance indicators are available and are still being developed. The
PUHE8] [9] [10] [11], whichwas presented in paragraphb, only covergart of the efficiency buts currently

the most widely used indicatoNew standardisation of other indicators is currentlygwing[4] [8].

One of the focus items fognergy efficiencyn Data Centreis coolingas this is usually the major energy user
(next to thelCTload itself)[6]. When reaching higher cooling efficiency values, the efficiency of the UPS is the
next major contributor. Another focus should be the efficiency of the power supplies ofGfiequipment

Ot GK2dAK (KA& R2SayQi aK2g Ay (KS t! 900

Cooling:
11%

Air
Movement:
3%

Electricity
TransformerLighting:
/UPS: 1%

5%

Figure3-2  Typical pieliagram ofannual averagesnergy distribution in a DC BUE = 1,25Source:
ICTroom)

It is important to realise that the PUE is amerage, annual figur&Vhile the total average annual power of the
data centre can be found by multiplying thi€Tload by the PUE value, the actysak power of the data
centrecan be higher.Due to variations in dato-day, as well as seasonal relatgabwer usage for cooling and
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other nortit related energy consumptiorthe fluctuation of power consumptiorwan beup to +30% to+50%
more than theaverageresult ofICTPower *PUEor even more, depending on the cooling systese®. Fig 3.6

Security

The third independent category is thessurity of the data centre which is expressed in a variety of standard
levels, some standardised, others based on local regulationssdtheity categorieswill not be part of this
project.

Other
Additional categoriescan be distinguished, like Scalabilibfpdularity, and Operational Excellence, but these
are not referred to with regards to thigroject.

3.2.2DATA CENTRHZING PARAMETERS

Theprocess of Data Centre sizing begivith an sssessment of theurrentcompute reedsof the businessand
a comprehensivevaluation of thefuture businesgequirement

Sizing and resilience levels have a strong bearing on the overall build costs, so careful consideration is taken
with regard to the current business constraints ane fhotential impact of under investing on initial build.

In order to desigra DataCentrethat will be capable of supporting both the current and future requirements
there are some principles to take into account.

Firstly, environmentally controlled estatis expensive [35]an expansion of physical space can be more
expensive than the original build, meanwhile, providing empty floor space may not fit with current budget
allocated for DC. For these reasons it becomes evident that the DC design must bedfamu space
optimization.

In addition Data Centre must be reliable by definition, which means that it has to havellanaintained and
orchestrated ICT Infrastructurélhe amount of local storage and network equipmentrequired influences
directly theconsiderations on the amount of space and the number of containing structures (racks) necessary
to support the businesseed (up to +50%)

To conclude, one constraint that cannot be neglected is the power. As saiddagrpph3.1.1, the total power
consunption of a DC comprehemschot only the IT power requirements, but also the facility relatéakility
power needsof whomthe cooling represents the greatest paWwhen specifying the power needs of a@r|
room, it is worth to start fron the ICT powerrequirementand add the cooling power that this IT load would
need[36]. Depending on the resilience up to twice (n+2) thigastructure needs to be installed of whaanbe
actuallyused.

Stating from those considerations it is possible to affirm thatem specifying the size of data centriesr
main parameters are generally practis@8][37]: ICTpower, |CTarea,|CTconnectivityand quantity of racks

1 TotalPower (kW) The maximunrequiredICT and facilitypower (max peak).
Oversizing is requiredhe usedpowerisin kW,but andthe loading of the circuit is in kVA

1 ICTArea(m’) ¢ The netrequireddatacentrefloor area
Items like service areas, columns and traffic corridors will influence the space that is available for
racks.

1 ICTConnectivityg Theproximity of the Data Centre proposed location to multiple reliable fibre
network routesis a must for network intensive datentres

0% Green
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1 Quantity ofRacks; Thesize of a rack (600x600 mm upia00x800mm) influences the footprint
and thereby the maixnum number of racks which can be placed

The sizing parameters aigterlinked with each other: thenaximumquantity of racks depends on the available
ICTarea and a desired average power per rack resaltther links. The representation Bimakes he triangle
relations clear.

kW

<7

| kWirack g

# racks E

Figure3-3  Overview and relations of main sizing parameters of a data c€8warce: ICTroom)

To indicate the physical density of a datntre, floor areaand quantity of raclks are interlinked by the amount

of m%rack value. This value depends on the actual footprint size of the rack, the density of placements of racks
Ay GKS RIGF OSy G NB traffiy &noritukliged épace. 3 fypicaldreds £2$ 2Bm@/rackin an
optimised location.

Analogue to this, the power densityf a data centrecan also be written as power pé€Tarea (KW/m?).
Average power densities vatyut typical averages range from 0,5 to 2,5 KV/m

The third relation is betweeguantity of racks and availableCTpower (kW/rach, thus completing the triangle
relations). Typical values vary quite a lot but indication ranges are fronk¥/&to 10 kVArack. Higher values
up to 20 or30 kVArack are encounteredbut not very commorwith respect toaveragepower consumption
per rack.

Those assumptions are supported by readings performed using the PMSM system developed in task 2.1 by
EPFL and Credit Suisse in one of the demonstrator sites of the project. The average vesxlinf 2.7
kVAfrack, the peak readings up to k8Aon selected few rack$34].

The three relations produce an interlinked triangt@del in which twaelations define the third.

3.2.3DATA CENTRE LEVELS

GreenDataNetwill enable energy monitoring and optimisation T power, cooling and storage at three
levels:

1. Serversand racks
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2. IndividualData Centres;
3. Networksof Data Centres.

Level 1:
Rack / Group of racks

Level 2:
Data Centre

Level 3:
Network of Data Centers

Figure3-4  Enabling smart energy management at three ley8isurce GreerataNet)

Level 1

If you start with the smallestnergy usera server or processing unit can be seertlassmallest basiecnodule.

Within a rack (or group of racksyeveral servers can be seen as a cluster of computing or processing power,
dedicatal to a specific task. In this case, we consider this level 1 of our subdivision. A task in this level could be
e, KS &dzLILI2 NI 27F | f | pgrovisianNdr@ecdmpatifgrpbvieSof dyit&oiin aeAmdtkoE thell K S
hosting of a variety of serviseof a third party service provider.

Energy management dvel 1 operation could mean reducing theailable processing power induced by lower
demand during ofbffice hours or rescheduling specificomputingtasks tomore low costperiods

Typical forlevel 1 type of energy management capabilities are the opportunities to optitoisards better
suited processingeriodsor more evenly balanced maximum processing power.accurateestimationof the
expectediCTloads is key in this optimisation.

Levd 2

The next level consists of multiple level 1 racks or group of racks within a data centre. The applicable energy
management here is determined lipteraction of theindividual level 1 moduledVithin the datacentre, tasks

could be moved or rescheduled bptimise the load.

Additionaly the energy management geterminedby thetype ofconnection to thepower grid. If applicable, a
supplydemand interaction with the grid allowthe power network operator (Distribution System Operator,
DSO)to use generdor power fromthe datacente to balance the energylistributed within the power grid
system.
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